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“Guilty Until Proven Innocent”
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The Need for High Available Applications

• The evolution of society and technology have driven organizations to 
design, implement and maintain high available, efficient, function rich and 
easy to use applications.

– Drive’s growth & revenue
– Customer Loyalty
– Customer Confidence
– Efficient systems leads to decreased operating costs

• Organizations need to invest in order to achieve and exceed customers 
expectations

– Infrastructure and technology financial investment
– Proper resource allocation

• Subject Matter Experts (SMEs)
• Number of skilled resources

– Business & Executive commitment
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High Available Application Infrastructure 
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Application Availability

• “Uptime”/Availability Definition.
– Uptime is a computer industry term for the time during which a computer 

application/infrastructure meets or exceeds pre-defined System Level Agreements 
(SLA’s). The industry standard for uptime is Six Sigma – Six 9s,   99.9999 availability 

• SLA’s can be external or internal measured availability
• Often times SLAs are tied to monetary penalties

• Measuring Availability
– Each organization typically has their own standards for measuring and defining what a 

negative event maybe as well as penalties for not meeting SLAs.
• System or Component outage
• Failed transactions
• Slow Application response
• Application meltdowns leading to system or component outage
• Failure to process a given deliverable within a specified time

– Negative events that impact SLAs often times receive extreme visibility and 
scrutiny to top executives within an organization 
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Once an “Event” Occurs….

• An “All hands on deck” approach is commonly 
used to to resolve an event

– Subject Matter Experts (SME’s)
– Management & Executives

• War room procedures
• Intense pressure to restore normal activity

– Quick and correct actions are expected
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Db2 is often Pronounced Guilty!!!!!
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• Why is z/OS and specifically Db2 an initial easy target of initial blame?
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Application Infrastructure – Generic Flow



© 2017 IBM Corporation

Enterprise Instrumentation Data 

• Each infrastructure component has the potential of producing 
instrumentation data 

– Cloud & Distributed application server farms
– Network
– z/OS
– CICS
– Storage
– Db2 (Accounting & Statistics)

• Various levels of instrumentation
– Turned off
– Minimal
– Default Settings
– Robust 

• Applications can be built with additional instrumentation data
– Trouble shooting
– Operational Analytics
– Customer behavior
– Configurable10
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Db2 Instrumentation Data 
Accounting Records

• Db2 Accounting trace records
– Contain information about the activity performed by an individual Db2 thread or 

‘transaction’ (or x threads in the case of roll-up accounting)
– Used as a prime indicator for thread-related problems

• IFCIDS
– IFCID 3 – Plan level information
– IFCID 239 – Package level information

• Since V8, IFCID is written as a separate record, but cut at same time

• Accounting Classes
– Class 1 data – IFCID 3

11

• Total times (elapsed & CPU)
• SQL statements counter
• Dynamic statement cache
• RID list processing
• Stored Procedures/triggers/UDFs
• Locking

• Data Sharing and Global Contention
• Query Parallelism
• Claim and drain activity
• Logging
• Resource limit facility (RLF)
• Buffer pool and GBP activity
• Distributed data facility (DDF)
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• Db2 Accounting  Classes … trace records
– Class 2 data

• Adds times in Db2 (elapsed and CPU) to existing IFCID 3 record

– Class 3 data
• Activates all Db2 suspension counters and times and adds to existing IFCID 3 records

– Class 5 data
• Activates IFI counters

– Class 7 data à IFCIDF 239
• Package level info (similar to class 2 but at package level)

– Class 8 data
• Adds package level wait counters to existing IFCID 239 records

– Class 10 data
• Adds detailed package accounting (SQL/Locking/BP info) to existing IFCID 239 record

– Class 11 data
• To ‘separate’ writing of IFCID 3 from 239 (V11 only)
• -STA TRA(A) Class(11) DEST(SMF) if you never want package info written to SMF
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Db2 Instrumentation Data 
Accounting Records
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Db2 Accounting Class 1, 2 & 3
Illustration
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Db2 Accounting Class 1, 2 & 3
Description
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Breaking down time spent in Db2…
Accounting Class 3

• Suspended in Db2 for a known event (Class 3 suspension times)
– Many different types of suspensions (21 in V10)

• Class 3 accounting strongly recommended

• Negligible overhead except when high internal Db2 latch contention (> 10,000/sec)

• Provides information about “known” Db2 suspensions, for suspensions Db2 reports:
– The number of suspensions
– The total time it was suspended for those

• Always look at both # of suspensions and suspension time
– Double accounting is avoided
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Db2 Accounting Class 3
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• Db2 Statistics
– ZPARM SMFSTAT

• Yes (default) starts the trace for the default classes (1,3,4,5,6)
• CPU overhead of all Db2 Statistic Traces is neglible
• Recommendation to start all of the statistic traces by specifying SMFSTAT=*
• Db2 Statistic records are written to SMF 100 records
• IFCIDS 2, 202, 217, 225 and 230 are written in fixed 1 minute intervals
• ZPARM STATIME applies to IFCID 105, 106, 199 and 365, default is 1 minute
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Db2 Instrumentation Data 
Statistics Records
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Troubleshooting Methodology
Establishing a Baseline

• The establishment of a performance baseline is a principal foundation 
component for effective troubleshooting.

– What input data should be used
Db2 Accounting Records 

ü IFCID 3
ü Class 1, Class 2, Class 3 

–What correlation id’s should be captured
• Top x OLTP transactions

ü Different definitions per organization, typically CICS or DDF transactions

• Business critical batch programs

– When … should the data be captured
• Time of day
• Day of week
• Day of month

– Capturing Approach
• Performance warehouse
• Ad-hoc baseline reporting18

ü IFCID 239
ü Class 7, Class 8, Class 10 

Db2 Statistics Records
ü For additional analysis
ü Baseline for comparison
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Troubleshooting Methodology
Metrics

• Key Performance Indicators (KPI’s)
– Number of occurrences 

• Transactions/Second
• Commits

– Elapsed Time
• Elapsed/Transaction
• Elapsed/Commit

– CPU Time
• CPU/Transaction
• CPU/Commit

– Additional Indicators
• DML/Transaction and type – Select, Insert, Update, Delete
• Getpages/Transaction
• Average Sync I/O/Transaction
• Number of select, Insert, update and deletes
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• Additional Analysis might be needed
– Class 1, Class 2 and Class 3 analysis can lead to other Db2 components to research 

• Subsystem Analysis
– Problem is more widespread than application transactions
– Statistic Reports 
– System Monitors

• Warning and Alerting
• Capture exceptions for additional research

• Package Analysis
– IFCID 239

• Package level detail
• Accounting Class 7, Class 8 and Class 10

– Db2 Accounting batch reporting
– System Monitors

• SQL Analysis
– Monitors
– Dynamic Statement Cache 20

Troubleshooting Methodology
Additional Analysis
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Omegamon XE for Db2 sample control statements 
– Accounting Long Report
– Filtering on CICS Region and Transaction Id
– 1 Minute intervals
– Order by Interval (1 minute) and Transaction Id (Correlation)
– Short reporting interval
– Accessing SMF Dump Datasets to reduce latency

Omegamon XE for Db2
Batch Reporting Methods
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Omegamon XE for Db2 Accounting Report
Formatted Report
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Omegamon XE for Db2 Accounting Report
– Accounting Long Report
– Each reporting section is broken up into 1 minutes time intervals
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Trouble Shooting Examples…

Utilizing Db2 Accounting                                         
Class 1, Class 2 and Class 3 records
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High Accounting Class 1 CPU and/or Elapsed Time
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• Application Logic inefficiency

• Network problems

• User think time

• Class 2 not active all the time

• Potential Db2 pitfalls

– Thread reuse and long time between 
consecutive transactions (allied threads)

– Long running DDF threads when 
CMTSTAT=ACTIVE

• Potential non-Db2 causes

– Waiting on a 2-phased commit

• CICS

• Application

– Network related issues

– Application Server issues

– CPU Spin
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Example #1 - High Accounting Class 1 Elapsed Time Con’t
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Increased Db2 Accounting Class 1 elapsed time
– Db2 is typically innocent
– Elongated transaction elapsed time is due to something outside of Db2 (Class 1).

• After the initial Db2 thread was created
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Example #2 - High Accounting Class 1 CPU Time
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Increased Db2 Accounting Class 1 CPU time 
– Db2 is typically innocent
– Increased z/OS CPU time is due to a z/OS (Class 1) but not attributed with a Db2 

process.
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High Accounting Class 2 Not Accounted for Time 
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– GCP or zIIP processing wait

• Wrong dispatching priorities

üNo Db2 work should run in 
discretionary

• Overloaded GCP or zIIP

üUse RMF for details

üGeneral tuning

– Paging 

• Overcommitted real storage

üUse RMF for details

üCheck Buffer pools, EDM pools, 
Sort, number of threads, 
MAXKEEPD too large…

– Excessive detailed online tracing 
with vendor tools
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Example #3 - High Accounting Class 2 Elapsed Time
Not Accounted for Time
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Increased Db2 Accounting Class 2 elapsed time – Not Accounted for Time
– Increased Class 2 elapsed time is due to a non accounted for Db2 is unable to classify 

where the time is being spent and the time is placed in the Not Accounted for bucket.
– Increased Not Accounted for Time typically points to an event or configuration outside of 

Db2
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High Accounting Class 3 Average Sync I/O 
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• High Average Sync I/O
– Make sure there are enough I/O 

resources

– Use RMF for additional analysis

• DASD contention

• High IOSQ time – use PAV

• Control Unit cache misses

• CPU contention

• Inappropriate I/O priority

– Tune I/O subsystem

– User faster I/O devices (e.g. SSD)

– For detailed analysis, use performance 
class 4
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Example #4 - High Accounting Class 3 Elapsed Time
Average Sync I/O
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Increased Db2 Accounting Class 2 and Class 3 elapsed time 
– Increased Class 3 elapsed times does not pinpoint the root cause, further research is 

needed
– The captured QTRN transaction below is a skinny distributed native SQL stored procedure
– Db2 is typically a victim and innocent when the average sync i/o increases
– The identified customer root cause below was incorrect configuration of new Parallel Access 

Volumes(PAV) storage volumes resulting in a spike in average sync I/O
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High Accounting Class 2 CPU & Elapsed  
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• What’s the actual number 

– Using a percentage can be 
misleading

• Is this a Db2 intensive process 
anyway?

– Compare to baseline

• Need to analyze time distribution in 
Db2 

– Where is the time actually spent 
in Db2?

– Start with KPI’s
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High Accounting Class 2 CPU & Elapsed Con’t
Breaking down time spent in Db2
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• Burning CPU cycles (Class 2 CPU time)

– Non-nested or nested

– ON a general CP or zIIP

• In Db2 but don’t know what it is we are doing

– Mostly things happen outside of Db2’s control, such as lack of CPU or paging

– Should be a small percent

• Any known changes?

– New Code, DML behavior changes

– Index changes

– Rebinds/new access path

– Data related?



© 2017 IBM Corporation

Example #5 - High Accounting Class 2 CPU & Elapsed
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Increased Db2 Accounting Class 2 CPU time 
– Db2 is typically guilty when Class 2 CPU increases
– In the scenario below the average number of get pages per DML increases 

substantially. This could be a data driven event where Db2 needs to access more data 
for the desired results.
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• Time per suspension large?

• Lock Suspensions

– Non-committing transactions

– Concurrent DDL

• RELEASE(DEALLOCATE)

– For detailed analysis, use performance trace 
classes 6 & 7

• Db2 latch suspension

– Designed to be short in duration

– Db2 10…

• More efficient latch resume logic

• Less chance to get resumed and 
suspended again without ever obtaining 
the latch in between

– Can be a symptom of another problem

– For detailed analysis, use performance trace 
class 11

High Accounting Class 3 Elapsed Time
Db2 Locking/Latching Contention
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Example #6 - High Accounting Class 3 Elapsed Time
Db2 Locking/Latching Contention
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Increased Db2 Accounting Class 2 and Class 3 elapsed time 
– Increased Class 3 elapsed times does not pinpoint the root cause, further research is 

needed
– Increase in Class 3 Db2 latch elapsed time is due to Db2 lock/latch contention
– Db2 is typically guilty
– Additional research is needed to identify the root cause
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Post-Outage Research
Root Cause Analysis

• While an event is occurring, the primary objective is restore an application, 
infrastructure or system as expeditiously (or quickly) as possible:

– Minimize SLA penalties
– Minimize customer impact

• After an event occurs, additional time is typically spent to identify the root 
cause:

– Detailed data analysis and research on sequence of events

• Determinations to be made as part of the root cause analysis:
– What was the root cause(s) of the event?
– What was the impact of the outage (Failed SLAs?)
– How did the problem occur?
– Why did the problem occur?
– Are we exposed to experiencing the problem again?
– What can be done to eliminate this problem from happening in the future?
– What alerting can be added to proactively notify us prior to an outage?

36
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Post-Outage Research
Pinpointing the Root Cause

• Change is a necessity for progress and success and is also a potential 
cause of problems, outages and negatively impacting events

• When there is a negatively impacting event, organizations must ask the 
fundamental question…”Have any documented or non-documented 
changes been made prior to the event?”

– Db2 Changes
• Maintenance and/or version upgrades
• Configuration changes (ZPARMs), bufferpool changes (group or local)
• Object changes, ie, altered tables, new or modified indexes  
• REORGs, RUNSTATS or REBINDs

– Non-Db2 Related Changes
• z/OS component changes , z/OS, CICS, MQ Series, Network, Firewall
• Distributed Infrastructure changes

ü New or modified distributed servers
ü Non-z/OS network/firewall changes

• Application Changes
ü Code changes, new or modified SQL 
ü Data access changes, day of week, month, year37
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Summary

• Availability and SLAs will continue to be a top objective for organizations

• Customer impacting events are inevitable

• Without a proper troubleshooting methodology z/OS and Db2 will continue 
to be an an easy initial culprit

• Identifying KPIs, baseline data and an utilizing Db2 Accounting records can 
change the paradigm from a target to a go-to metric

• Root cause analysis hints and tips
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Questions
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